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Abstract. Making Decision in non-structured problems is not a simple task. For this reason, decision makers use Decision Support Systems (DSS). These kinds of systems implement techniques and algorithms in order to improve the decision process. Analytic Hierarchy Process (AHP) is one of these techniques which yields a ranking scale of alternatives based on criteria and alternative matrices. These matrices make a pairwise comparison between a set of elements compared and must be complete and consistent in order to be processed with AHP. Incompleteness and inconsistency emerge as a consequence of the large data required to be compared by an expert, which exceeds his or her human abilities. Genetic Algorithms (GA) is a powerful used technique which provides simplicity, broad applicability and flexibility for search problems. In this work a GA model is exposed, being its aims to help the expert to fill the matrix and provide reasonable judgments by suggesting possible values.
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1 Introduction

The Analytic Hierarchy Process (AHP) [1] is a general theory, developed by Thomas Saaty, based on pairwise comparisons used to determine priorities of a set of elements. The value assigned to these comparisons could be obtained either by real measurements or by an expert judgment of preference using the fundamental scale proposed by Saaty. AHP is widely used in multi-criteria decision making [2], planning and resource assignment [3], and conflict resolution [4].

Typical decision making problems are characterized by the presence of one or more “experts” who provide their knowledge, many alternatives and many criteria used to evaluate the mentioned alternatives. The available information is processed in order to determine the adequate alternative to solve the problem.

To use AHP it is necessary to make a hierarchical representation of the problem. This implies the definition of the goal (the highest level in the hierarchy) and hanging from it, in different levels, the criteria, the subcriteria and the alternatives (Fig. 1) [1].
When the hierarchical structure is built, the expert completes a criteria pairwise comparison matrix using the scale proposed by Saaty. In the same way, comparison matrices for alternatives (one for each criterion) are filled with expert’s preferences.

All mentioned matrices are squared and reciprocal, and their order depends on the number of elements to compare. I.e., for an order $n$ matrix the number of comparisons is:

$$n \cdot (n - 1) \cdot 0.5$$  \hspace{1cm} (1)

Due to the fact that AHP cannot be used with incomplete matrices, it is necessary to fill all this information. When the number of matrices and elements within them grow, two problems arise: firstly, the large amount of data required to the expert generates tedious data loading process; secondly, the relationship between the compared elements can be inconsistent [5]. The summarization process can only be made after all the comparisons are completed and they are consistent.

The inconsistency can be defined as a mismatch in the value assigned by an expert in the comparison, usually bound to the transitive relationship with other elements. For example, if the relative importance we assign to an element $A$ is more than the assigned to $B$, and also $B$ is more important than $C$ we would expect that $A$ has much more importance than $C$. It is more complex to maintain these transitive relationships when the number of elements to compare and the matrix order grow. Saaty proposes a Consistency Ratio (CR) in order to measure the inconsistency level of pairwise matrices.

In this work a model to fill incomplete pairwise matrices is presented. Section 2 describes the completeness and consistency problems in AHP. In Section 3 basic concepts of Genetic Algorithms are presented. Section 4 introduces the proposed model and Section 5 shows the simulations made and obtained results. Finally, in Section 6 conclusions and Section 7 further work with the genetic algorithm is exposed.
2 Completeness and Consistency in AHP

As mentioned above, AHP has two fundamental requirements for pairwise matrices in order to obtain the priorities of alternatives: completeness and consistency.

Completeness is the easier one because it requires the expert to insert all values in the matrix. Nevertheless, the expert might ignore the exact relationship between the considered elements and, consequently, build inconsistent matrices. Logically, it is desirable that the expert evaluates only those well-known relationships and to deduce the rest based on the transitivity relationship of elements. Clearly, filling those values in this way requires many well-known values already set.

Consequently, consistency requires having other considerations in mind. The purpose of consistency check is to guarantee that the judgments are not random or illogical [6]. Since the expert is constrained to the fundamental scale and the comparisons are subjectivities, an adequate level of consistency is not easy to obtain. Therefore, Saaty defines a tolerance for the inconsistence equal to 0.1 compared to the consistency ratio (CR) [5], which denotes the actual inconsistency degree of a matrix. Hence, if this value is less than 0.1, the matrix is consistent enough to obtain an eigenvector (associated to maximum eigenvalue) which represents the relative importance of the compared elements. Otherwise, the matrix needs to be modified whether by an automatic or manual method [8].

The CR is calculated with the following formula:

\[ CR = CI/RI \]  \hspace{1cm} (2)

where the \( CI \) is the Consistency Index and \( RI \) is the Random Index (which is obtained with the average CI of 500 matrices). The \( CI \) is calculated as follows:

\[ CI = (\lambda_{max} - n)/(n - 1) \]  \hspace{1cm} (3)

where the \( \lambda_{max} \) is the maximum matrix’s eigenvalue and \( n \) is the matrix’s order.

Within the automatic methods we can name the Saaty’s mathematical method [5] and another one which uses neural networks to adjust the matrix values [9]. The advantage of the first method is the simplicity, but its disadvantage is the strong modification of decision maker preferences and the eigenvector tends to change the order of importance of each element. On the other hand, neural networks do not alter radically the valuation but they require a heavy training phase before using. Also, one neural network for each matrix order is required, because they are static structures.

Given the completeness and consistency constraints, we propose a method that merges both advantages from the later exposed methods. This could be achieved defining a properly genetic algorithm which considers consistency and the original expert’s valuation. This technique could be useful for correcting and assisting the expert data loading process, and even solving the inconsistency problem.
3 Genetic Algorithms

Genetic Algorithm (GA) is an artificial intelligence technique belonging to the evolutionary algorithms group. They are usually used in resources optimization problems and are very useful when there is not a clear heuristic function which defines the strength of a solution. Advantages related to them are the conceptual simplicity, broad applicability, hybridization with other methods, parallelism, and the fact that they are robust to dynamic changes and that they solve problems that have no solution [10].

Genetic algorithms require the definition of two basic elements, the individual structure (or chromosome) and the fitness function. The structure is the representation of a possible solution to the problem. The fitness function assigns the corresponding aptitude value to each individual and guides search among iterations in order to obtain the best solution(s) [10].

The algorithm is characterized by an iterative process which starts with the creation of a random initial population. This population evolves by using three operators which obtain better individuals that are going to be part of the next population (and replace the previous ones): selection, crossover and mutation [11]. Then, a new iteration is made, unless a specific condition or set of conditions are met and the algorithms finishes returning the solution(s) [11].

4 Proposed Model

Mentioned AHP’s matrix problems could be faced like an operation research optimization problem [12]. The objective is to complete the matrix and preferably alter the smallest number of values, according to the Saaty’s distance [9]. This objective is constrained to the matrix’s inconsistency degree, which must be smaller than 0.1.
Additionally, it is desirable to maintain the importance order of the compared elements (the eigenvector).

Applying this technique to the problem led to an individual structure defined as a vector within an object. This object resembles a wrapper for the structure and offers the services required to evaluate its fitness, expose the underlying matrix and its inconsistency and cloning services among others. The vector structure (see Fig. 3) contains an element for each of the \( r \) missing values of the original matrix. Many individual objects are contained in the population object which offers another set of services, such as the convergence, the generation (iteration) and the best individual.

![Fig. 3. Individual’s structure](image)

The defined fitness function considers the inconsistency (CR) of the matrix bound to the structure within the individual. For an individual \( i \), with an inconsistency ratio \( CR(i) \), its fitness is defined as shown in the next equation:

\[
\text{fitness} (i) = e^{-CR(i)}
\]  

(4)

This simple exponential equation makes individuals with high CR to be considered poorly fitted in a similar way. As well as the CR decreases beyond values close to 1, each decrement is considered a much bigger improvement in its fitness.

![Fig. 4. Fitness function plot representation](image)
Defining the structure and the fitness function, the design of the model is described as follows: The process starts with a random population of 150 individuals. Then this population is set as the “current population” and its individuals get through three genetic operators: selection, crossover and mutation. The selection causes that an individual belongs to the next population; the crossover involves a set of individuals to interchange their characteristics (i.e. their “genetic material”); and the mutation makes a copy of an individual and induces changes in it, altering its “genetic material”. After that, the new population is checked against the stop condition. This condition contains two exclusive sub-conditions: the first one is met when any individual of the population has a CR smaller than or equal to 0.1; the second one is an iteration threshold (currently set to 100). If these conditions are not met, the process sets the “current population” with the new population and starts a new iteration. Otherwise, the process finishes and returns the best individual of the last obtained population.

The operators and the way in which they are applied, the convergence evaluation methods, the stopping condition, the fitness function and the variation of the mutation probability are parameters for the GA, and can be modified in order to check the benefits and drawbacks they induce in the process.

5 Simulations and Results

The main goal is to obtain consistent AHP’s matrices by providing an efficient and unbiased suggesting method for completing and correcting the values in the expert’s comparisons. When the project started, there were defined specific goals in order to achieve the main goal:

- Information surveying.
- GA model design.
- Computational module design.
- Programming.
- Testing.
- User interface redesign.
- Integration between the computational module and the decision support system.

Since many of these goals have been already achieved, the goal in progress is “Testing”. These first tests focus on completing the matrix values specifically. After those, it will be defined test for correcting matrices.

The testing set was built with 500 complete matrices for each order from 4 to 9 and for each inconsistency degree: consistent (CR < 0.1), low inconsistency (0.1 ≤ CR < 0.3), medium inconsistency (0.3 ≤ CR < 0.5) and high inconsistency (CR ≥ 0.5). Therefore, three matrices are based on each complete matrix, having respectively 50.00%, 66.66%, and 83.33% of its original values (on the upper diagonal values). Consequently, there are 36000 incomplete matrices in this first testing set.
For this first simulation, the used operators in each phase of the process are:

- Selection – 10%
  - Elitist Selector
- Crossover – 85 to 90%
  - Roulette Selector
  - Simple Crossover
- Mutation – 0 to 5%
  - Uniform Selection (Random)
  - Simple Mutation
  - Percentage: adaptive mutation based on the population’s convergence.

Nevertheless, more operators have been defined, and they will be tested further and compared against this configuration of operators.

The defined model was applied to a set of generated matrices and showed the following results:

**Table 1.** Results from 50% complete original matrices.

<table>
<thead>
<tr>
<th>Original Inconsistency</th>
<th>Achieved Inconsistency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consist.</td>
<td>Low</td>
</tr>
<tr>
<td>4</td>
<td>100.0% 0.0% 0.0% 0.0%</td>
</tr>
<tr>
<td>Low</td>
<td>78.4% 18.8% 2.8% 0.0%</td>
</tr>
<tr>
<td>Consist.</td>
<td>5</td>
</tr>
<tr>
<td>Low</td>
<td>69.6% 29.4% 0.0% 0.0%</td>
</tr>
<tr>
<td>Consist.</td>
<td>6</td>
</tr>
<tr>
<td>Low</td>
<td>42.4% 53.4% 4.2% 0.0%</td>
</tr>
<tr>
<td>Consist.</td>
<td>9</td>
</tr>
<tr>
<td>Low</td>
<td>25.4% 74.2% 0.4% 0.0%</td>
</tr>
</tbody>
</table>

Table 1 shows that in most of the cases, matrices which belong to a determinate inconsistency range can be improved and can take part of the next more consistent range. The better improvements are shown in the cases when the matrix order is smaller than or equal to 6. It can also be observed that medium inconsistent matrices tend to have better results reducing their CR.

Tables 2 and 3 show a similar behavior as that shown in Table 1. Nevertheless, the reduction in the performance is noticeable. This is due to the fact that improvements are constrained to the number of elements each matrix allows the genetic algorithm to modify. The more complete is the matrix the more constrained is the process to reduce the inconsistency, and better improvements can be hardly made.
be observed. These cases show that the genetic algorithm requires being adjusted and then tested with other operators for a better performance and for a reduction in these errors.

In the graphics below, the decrease in the performance as well as the completeness percentage increases are shown. The predominance of low inconsistent matrices consequence as the medium matrices improvements and the unchanged low ones can also be observed.

Table 2. Results from 66% complete original matrices.

<table>
<thead>
<tr>
<th>Consistency</th>
<th># Consistent</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
<th># Consistent</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consist.</td>
<td>4</td>
<td>100.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>7</td>
<td>100.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Low</td>
<td>63.2%</td>
<td>36.8%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>13.6%</td>
<td>36.4%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Medium</td>
<td>43.8%</td>
<td>34.4%</td>
<td>12.8%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>4.4%</td>
<td>71.2%</td>
<td>26.4%</td>
</tr>
<tr>
<td>High</td>
<td>21.0%</td>
<td>33.0%</td>
<td>13.8%</td>
<td>32.2%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>6.2%</td>
<td>23.6%</td>
</tr>
<tr>
<td>Consist.</td>
<td>5</td>
<td>100.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>99.6%</td>
<td>0.4%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Low</td>
<td>40.0%</td>
<td>60.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>9.4%</td>
<td>90.0%</td>
<td>0.6%</td>
</tr>
<tr>
<td>Medium</td>
<td>17.4%</td>
<td>62.4%</td>
<td>20.2%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>1.2%</td>
<td>69.0%</td>
<td>29.0%</td>
</tr>
<tr>
<td>High</td>
<td>6.4%</td>
<td>25.2%</td>
<td>15.8%</td>
<td>52.6%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>6.2%</td>
<td>25.4%</td>
</tr>
<tr>
<td>Consist.</td>
<td>6</td>
<td>100.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>99.0%</td>
<td>1.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Low</td>
<td>18.6%</td>
<td>81.4%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>4.0%</td>
<td>95.0%</td>
<td>1.0%</td>
</tr>
<tr>
<td>Medium</td>
<td>5.6%</td>
<td>66.6%</td>
<td>27.8%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.8%</td>
<td>74.2%</td>
<td>25.0%</td>
</tr>
<tr>
<td>High</td>
<td>0.4%</td>
<td>10.0%</td>
<td>21.6%</td>
<td>68.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>2.0%</td>
<td>18.2%</td>
</tr>
</tbody>
</table>

Table 3. Results from 83% complete original matrices.

<table>
<thead>
<tr>
<th>Consistency</th>
<th># Consistent</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
<th># Consistent</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consist.</td>
<td>4</td>
<td>100.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>1.2%</td>
<td>98.8%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Low</td>
<td>27.0%</td>
<td>73.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>1.0%</td>
<td>99.6%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Medium</td>
<td>11.0%</td>
<td>43.6%</td>
<td>45.4%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>27.0%</td>
<td>73.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>High</td>
<td>2.8%</td>
<td>16.6%</td>
<td>15.4%</td>
<td>65.2%</td>
<td>0.0%</td>
<td>1.0%</td>
<td>5.4%</td>
<td>93.6%</td>
</tr>
<tr>
<td>Consist.</td>
<td>5</td>
<td>100.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>99.6%</td>
<td>0.4%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Low</td>
<td>4.8%</td>
<td>95.2%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>98.8%</td>
<td>0.8%</td>
<td>0.4%</td>
</tr>
<tr>
<td>Medium</td>
<td>1.4%</td>
<td>32.2%</td>
<td>66.4%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>20.6%</td>
<td>78.4%</td>
<td>1.0%</td>
</tr>
<tr>
<td>High</td>
<td>0.8%</td>
<td>5.3%</td>
<td>8.2%</td>
<td>85.8%</td>
<td>0.0%</td>
<td>0.2%</td>
<td>5.2%</td>
<td>94.6%</td>
</tr>
<tr>
<td>Consist.</td>
<td>6</td>
<td>100.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>98.8%</td>
<td>1.0%</td>
<td>0.2%</td>
</tr>
<tr>
<td>Low</td>
<td>5.2%</td>
<td>96.8%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>99.0%</td>
<td>0.8%</td>
<td>0.2%</td>
</tr>
<tr>
<td>Medium</td>
<td>0.2%</td>
<td>34.4%</td>
<td>65.4%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>15.2%</td>
<td>84.2%</td>
</tr>
<tr>
<td>High</td>
<td>0.0%</td>
<td>2.4%</td>
<td>10.0%</td>
<td>87.6%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>2.8%</td>
<td>97.2%</td>
</tr>
</tbody>
</table>

Additionally, as it was shown in the first table, the medium inconsistent matrices show better results, as well as the matrices with less order.

In all tables the existence of some isolated cases in which the inconsistency got worse can be observed. These cases show that the genetic algorithm requires being adjusted and then tested with other operators for a better performance and for a reduction in these errors.

In the graphics below, the decrease in the performance as well as the completeness percentage increases are shown. The predominance of low inconsistent matrices consequence as the medium matrices improvements and the unchanged low ones can also be observed.
So forth, many matrices became consistent from each the set. However, this performance is not observed with higher matrix order due to having high inconsistency.
Order 6 and 7 matrices hardly became consistent if they have high or medium inconsistency with more than 50% of its elements complete. Furthermore, in order 8 and 9 matrices with low inconsistency the same behavior is observed.

Additionally, the good performance of the algorithm completing consistent matrices and improving inconsistent matrices is also noticeable, even though this result decreases while the matrix is more complete, inconsistent and presents a growing order.

6 Conclusions

Summarizing the previous results, four main conclusions can be stated.

First of all, it is easier to reduce inconsistency in medium inconsistent matrices than in high and low ones. As a consequence, there is a predominance of low inconsistent matrices in the obtained results, being the reasons for this:

- Low inconsistent matrices might be inconsistent enough to forbid the genetic algorithm to change its values for a better solution.
- High inconsistent matrices have such a high CR value that they cannot be modified to reduce it.

Secondly, higher orders of matrices make the inconsistency reduction harder, and most of the matrices just stay in the same inconsistency range as their related complete matrices.
Thirdly, the complete percentage has the same effect than the order. The less complete matrices provide the genetic algorithm with more freedom degrees in the exploration process and, consequently, better solutions are found.

And finally, these first test conclusions reveal the need for a matrix correction which also alters the expert’s original judgments. Some matrices cannot be just completed in order to achieve a value of 0.1 for the CR due to fact that they are too inconsistent. It is expected that this situation should hardly arise since the users providing data to AHP are supposed to be experts making decisions in the context of the problem. However, human behavior is very complex and errors under some circumstances should be also expected and have to be fixed. As we stated before, the way we consider to be the best is to provide suggestions and let the expert decide if those suggestions are what he or she really meant, always trying to alter the judgment already done as little as possible.

7 Further Work

Currently, the genetic algorithm is being adjusted in order to give better results. This also requires trying other genetic operators and make sensitivity analysis over some parameters, such as operator’s usage percentages.

After that, altering the expert’s judgments will be considered during operation, which will also require testing and adjustments as those previously mentioned.

Later, the integration with the DSS will be finally done and the suggesting values module will be ready to provide services to the users of the system.

Furthermore, a sensitivity analysis of eigenvector’s changes will be made in order to compare this technique to the neural networks and Saaty’s correction methods, to see how intrusive its results in the expert’s judgments are.
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