Action Recognition in Tennis Videos using Optical Flow and Conditional Random Fields
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Abstract. The aim of Action Recognition is the automated analysis and interpretation of events in video sequences. As result of the applications that can be developed, and the widespread availability and popularization of digital video (security cameras, monitoring, social networks, among many other), this area is currently the focus of a strong and wide research interest in various domains such as video security, human-computer interaction, patient monitoring and video retrieval, among others. Our long-term goal is to develop automatic action identification in video sequences using Conditional Random Fields (CRFs). In this work we focus, as a case of study, in the identification of a limited set of tennis shots during tennis matches. Three challenges have been addressed: player tracking, player movements representation and action recognition. Video processing techniques are used to generate textual tags in specific frames, and then the CRFs are used as a classifier to recognise the actions performed in those frames. The preliminary results appear to be quite promising.
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1 Introduction

The widespread availability and popularization of digital video makes necessary the development of automatic or semi-automatic systems for video action labeling in different domains, such as action detection in surveillance systems [1], traffic accidents [2] and sports videos [3].

This paper is focused on the analysis of video footage of tennis matches. One of the novel aspects of our proposal is the use of Conditional Random Fields (CRFs) instead of other classifiers. A CRF [4] [5] is an discriminative probabilistic model used to calculate the probability of a possible label sequence.
conditioned on the observation sequence. This restricts the probabilistic model to the sequence of observations, thus avoiding the computation of probabilities for each possible sequence. Instead of relying on the joint probabilities $P(X,Y)$, the CRFs specify the probability of any given label sequences observation $P(Y|X)$. A typical graph of a linear-chain CRF model is illustrated in Fig. 1 where $X$ and $Y$ refer to observations and tag sequences respectively.

Graphical modeling is a powerful framework for representation and inference in multivariate probability distributions. Despite the fact that distributions over many variables can be expensive to represent, many of these distributions could be represented through graphical modeling as a product of local functions, where each function depends on a much smaller subset of variables. This factorization is related with certain conditional independence relationships among the variables.

![Fig. 1: Linear-chain CRF. The nodes tagged with X belong to observations and the nodes tagged with Y belong to labels.](image)

Our long-term goal is the design and implementation of a system for action recognition in tennis videos. More specifically, we expect to combine the study of video processing techniques and CRFs with the aim of developing new techniques and achieving improvements in both areas.

There are several challenging tasks that need to be addressed in this line of research, including tracking, feature extraction, classification and pattern recognition. In addition, two challenges are faced for this particular application domain, namely the representation of the player’s movements and action recognition. The detection of the player’s movements is carried out using Mean-shift and optical flow [6] to model the movement patterns of the player in the field, while CRFs are used for action recognition. In this work, the CRFs take the information obtained from the optical flow of successive frames as the classifier input. The system is trained and tested with tennis video clips, which were manually labeled based on different kinds of tennis shots occurring in each one.

2 Related Work

Analysis of tennis videos is currently subject of widespread attention. In [7] a system for automatic annotation of actions in tennis matches is developed. In this system, player’s and ball position are used as features and players’ behaviors are analyzed based on silhouette transitions. Hidden markov model and 2-d
appearance based model are used to identify behavior category. A different approach is taken in [8], where the authors use a motion descriptor based on the optical flow of a space-time volume with a nearest neighbor classifier to perform actions’ classification. In [9], optical flow is used as a low-level feature descriptor of the players movements, while Support Vector Machines were used to train the classifier using the optical flow information as input.

CRFs have been applied to a variety of domains, such as natural language processing [10] [11] [12] [13], bioinformatics [14] [15] and computer vision. In the latter area, some authors have used CRFs for labeling images [16]. In [17] CRFs are used to determine characteristics of parts of an object. In particular, for the case of recognition of actions in video sequences several works on detection of actions in sports videos [9] [18] were developed.

3 The Proposed Framework

As in any supervised machine learning process it is possible to distinguish two major stages. The first stage involves the construction of a model from labeled training data, which consists of a set of training examples. In the second stage the model is used to classify new examples. These two stages can be modeled by the two pipelines presented in Fig. 2 and described next.

3.1 Training

The training phase consists of a pipeline whose stages are: tracking, feature extraction and classifier parameter extraction. The videos used as input for this stage are of public domain and were taken with an oblique camera (Fig. 3). These videos were previously classified in two classes: right-swing and left-swing.

The first stage aims to perform the tracking of the player who is filmed from behind and selected by the user in the frame 0 of the video (Fig. 4). After selecting the region of interest (ROI) a player model is generated, which is represented
Fig. 3: Frame sample of a tennis video.

by two histograms. The first histogram consists of the values of luminance of the pixels corresponding to the player’s clothes. This histogram is calculated from the obtained image by applying a mask that removes the pixels that do not correspond to the player’s clothes. The second histogram is obtained from the image resulting from applying a mask that deletes the pixels that do not correspond to the player’s skin. For this histogram the Hue channel of HSV color space is used [19]. In frame 1 the same position of the region of interest corresponding to frame 0 is taken, and for each histogram described earlier the following steps are executed [20]:

1. For each pixel value of the image the corresponding bin in the histogram is located.
2. The value associated with the selected bin is taken.
3. The value of the bin is stored into a new image.

Fig. 4: Region of interest.
The values stored in each output image represent the probability that a pixel in the input image belongs to the area of interest represented by the histogram. For this case, the values stored correspond to the skin and clothing color respectively. Then, the values associated with these images are added and the result along with the region of interest of the previous frame are used as input to the Meanshift algorithm [21]. As a result, a new region of interest corresponding to the player’s position in the current frame is obtained. This process is repeated for all the frames of the video.

Optical flow is then used to describe classes in a robust discriminative manner (Fig. 5a), which is calculated by the Farnebäck algorithm [6]. The displacement matrix is divided into four regions (Fig. 5b) and four attributes, denoted by \( h_0, h_1, h_2, h_3 \), are obtained. Each \( h_i \) indicates the number of points in the \( i \) quadrant in which there was movement from one frame to another. This means that the variation of the optical flow is represented in each region (Fig. 5c).

These numerical values are replaced by labels A, B, C and D, depending on the number of points in each region. For instance, from \( h_0=13, h_1=16, h_2=12 \) and \( h_3=22 \) the resulting mapping is \( h_0=C, h_1=B, h_2=D \) and \( h_3=A \).

The goal of the last step is to obtain a discretization of the optical flow data to make the attribute matching process more flexible during the construction and validation of the classifier. The decision to discretize this data was taken after empirically verifying that better results were obtained by using labels instead of numeric values.

Finally, CRFs are used to carry out the construction of the classifier that allows to perform the task of recognizing the two types of shots proposed in this paper. This classifier is trained with the training set obtained in the previous step.

![Fig. 5: (a) Optical Flow, (b) Displacement matrix divided into four regions, (c) Regions ordered by the number of displacements.](image)
For the training and classification stages the tool CRFSuite [22] is used. This tool has been used primarily for natural language processing.

CRFSuite has a specific data format used for training and tagging. Data consists of a set of item sequences, each one represented by consecutive lines and terminated by an empty line. An item sequence consists of a series of items whose characteristics (labels and attributes) are described in the lines. An item line begins with its label, followed by its attributes separated by TAB (‘\t’) characters. CRFSuite disregards the naming convention as well as the design of the labels and attributes, treating them as mere strings.

In the context of this paper, the input consists of a plain text file, where each video clip used for the training stage is represented by a sequence of lines standing for frames of the video. In turn, each line consists of 5 columns. The first corresponds to the label of the frame (i.e., the actual kind of the stroke in the frame), and the remaining four columns correspond to the optical flow representation, which was previously described in this paper.

Table 1: Data format

<table>
<thead>
<tr>
<th>Frame 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>rightSwing h0=C h1=B h2=D h3=A</td>
</tr>
<tr>
<td>rightSwing h0=B h1=C h2=D h3=A</td>
</tr>
<tr>
<td>rightSwing h0=B h1=D h2=A h3=C</td>
</tr>
<tr>
<td>rightSwing h0=D h1=A h2=B h3=C</td>
</tr>
<tr>
<td>...</td>
</tr>
<tr>
<td>Frame 2</td>
</tr>
<tr>
<td>rightSwing h0=D h1=A h2=C h3=B</td>
</tr>
<tr>
<td>rightSwing h0=C h1=B h2=A h3=D</td>
</tr>
<tr>
<td>rightSwing h0=B h1=A h2=C h3=D</td>
</tr>
<tr>
<td>...</td>
</tr>
<tr>
<td>Frame n</td>
</tr>
<tr>
<td>rightSwing h0=C h1=B h2=A h3=D</td>
</tr>
<tr>
<td>rightSwing h0=C h1=A h2=B h3=D</td>
</tr>
<tr>
<td>...</td>
</tr>
</tbody>
</table>

3.2 Validation

This step consists in the classification of a video input in one of the two classes defined in the training process. The input video is processed using the tracking and extraction of features process previously explained. These features are properly formatted and used as input to the classifier, which is in charge of predicting the class associated with the input video.
4 Evaluation

The effectiveness of the proposed methods was evaluated with three measures: precision (1), recall (2) and F1 (3). The F1-Score (23) can be interpreted as a weighted average of the precision and recall, where an F1 score reaches its best value at 1 and worst score at 0. To evaluate the model K-fold cross validation was used.

\[
\text{precision} = \frac{\text{TruePositives}}{\text{TruePositives} + \text{FalsePositives}} \quad (1)
\]

\[
\text{recall} = \frac{\text{TruePositives}}{\text{TruePositives} + \text{FalseNegatives}} \quad (2)
\]

\[
F1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \quad (3)
\]

A conventional method of calculating the performance of a classifier based on precision and recall is called macro-averaging. Macro-averaged scores are calculated by first calculating precision and recall for each class and then taking the average of these.

\[
\text{Macro-averaged precision}_i = \frac{PR_i + PL_i}{2} \quad (4)
\]

\[
\text{Macro-averaged recall}_i = \frac{RR_i + RL_i}{2} \quad (5)
\]

\[
\text{Macro-averaged F1}_i = \frac{FR_i + FL_i}{2} \quad (6)
\]

K-fold cross validation is a special case of a more general method called cross validation. One round of cross-validation involves partitioning a sample of data into complementary subsets, performing the analysis on the training set and validating the analysis on the testing set.

In the K-fold cross validation method, the data is divided into k subsets, and the cross-validation process is repeated k times. Each time, one of the k subsets is used as the test set and the other k-1 subsets are used as the training set. Then, the average error across all k trials is computed. Every data point gets to be in a test set exactly once, and gets to be in a training set k-1 times. The advantage of K-fold cross validation is that all observations are used for both training and validation, and each observation is used for validation exactly once. Another advantage is that it matters less how the data gets divided.

The classifier was evaluated using 160 video clips and 5-fold cross validation was applied. For each fold, 128 clip were used for training and 32 - 16 right-swing and 16 left-swing - were used for testing. The dataset can be downloaded from [24]. The different confusion matrices are shown below. Table 3 shows
Table 2: 5-folds cross-validation average

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>Left-swing</th>
<th>Right-swing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual class</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left-swing</td>
<td>0.85</td>
<td>0.15</td>
</tr>
<tr>
<td>Right-swing</td>
<td>0.1625</td>
<td>0.8375</td>
</tr>
</tbody>
</table>

Table 3: Measures for each fold

<table>
<thead>
<tr>
<th></th>
<th>Fold 1</th>
<th>Fold 2</th>
<th>Fold 3</th>
<th>Fold 4</th>
<th>Fold 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision of Right-swing Class</td>
<td>0.79</td>
<td>1</td>
<td>0.8</td>
<td>0.76</td>
<td>0.93</td>
</tr>
<tr>
<td>Precision of Left-swing Class</td>
<td>0.92</td>
<td>0.89</td>
<td>0.76</td>
<td>0.8</td>
<td>0.84</td>
</tr>
<tr>
<td>Recall of Right-swing Class</td>
<td>0.94</td>
<td>0.87</td>
<td>0.75</td>
<td>0.81</td>
<td>0.81</td>
</tr>
<tr>
<td>Recall of Left-swing Class</td>
<td>0.75</td>
<td>1</td>
<td>0.81</td>
<td>0.75</td>
<td>0.94</td>
</tr>
<tr>
<td>F1 of Right-swing Class</td>
<td>0.86</td>
<td>0.93</td>
<td>0.77</td>
<td>0.78</td>
<td>0.87</td>
</tr>
<tr>
<td>F1 of Left-swing Class</td>
<td>0.83</td>
<td>0.94</td>
<td>0.78</td>
<td>0.77</td>
<td>0.89</td>
</tr>
<tr>
<td>Macro-averaged Precision</td>
<td>0.86</td>
<td>0.95</td>
<td>0.78</td>
<td>0.78</td>
<td>0.89</td>
</tr>
<tr>
<td>Macro-averaged Recall</td>
<td>0.85</td>
<td>0.94</td>
<td>0.78</td>
<td>0.78</td>
<td>0.88</td>
</tr>
<tr>
<td>Macro-averaged F1</td>
<td>0.85</td>
<td>0.94</td>
<td>0.78</td>
<td>0.78</td>
<td>0.88</td>
</tr>
</tbody>
</table>

Mean Macro-averaged precision = 0.85

Mean Macro-averaged Recall = 0.87

Mean Macro-averaged F1 = 0.85

5 Conclusions and Future work

This article presented a novel framework for identifying different kinds of tennis shots during tennis matches. The proposed approach combines the application of video processing techniques for region of interest detection and feature extraction in tennis videos, and CRFs for action recognition. The proposed framework has been evaluated using a dataset consisting of 160 manually labeled videos. The obtained results confirm the suitability of the proposed techniques in the domain under analysis and hold great promise for action recognition in other areas.
To the best of the authors knowledge this is the first attempt to apply CRF to action recognition in tennis videos. This problem has also been addressed in [9] using support vector machines instead CRF for classification. As part of our future work we plan to compare this approach to ours. However, this comparison will be limited due to the unavailability of the datasets used in that earlier work and the inaccuracies that could result from attempting to implement our own version of the methods described in that work.

Also, further analysis will be performed in order to improve aspects such as tracking, background subtraction, feature extraction for action modeling, and representation of CRFs’ input data. Regarding the classification stage, a future development will consist in an implementation of a CRFs tool tailored to the image and video processing domain. This will avoid the need of adapting a natural language processing tool to the problem domain at hand.

In addition, in order to further evaluate the method, the system will be trained to recognize a greater number of tennis shots.
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